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Abstract: This paper fits a lognormal probability model to the weights of Students of the Akwa Ibom State 
University. A sample of 983 Students was drawn from the Medical Centre of the Institution’s Main Campus, Ikot 
Akpaden, Akwa Ibom State. Some exploratory data analyses were carried out to observe the behavior of the data set 
graphically. A chi-square test is used to ascertain whether or not the weights of students are log-normally 
distributed. From the graphical displays and the chi-squared test results, it is observed that the weights follow 
lognormal distribution even though the maximum likelihood estimates of the parameters are quite influential on the 
results at α≥ 0.11% significance level. 
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1. Introduction 
 
Statistical techniques often rely on observations that come from a population and has a distribution of a specific 
form (e.g., normal, lognormal, gamma, exponential, etc.), thereby making it a necessity to fit the assumed probability 
distribution to the observation of interest to show how well it can give adequate information about the observation. 
It is important to note that just as there are different datasets, there are also different probability distributions. 
 
Goodness of fit tests indicate whether or not it is reasonable to assume that a random sample comes from a specific 
probability distribution. According to Michael, Usoro, Ikpang, Ekemini and David (2019), measures of goodness of 
fit typically summarize the discrepancy between observed and expected values under the model considered and such 
measures can be used in statistical hypothesis testing to test for normality of residuals. That is, whether two samples 
are drawn from identical distributions or whether outcome frequencies follow a specified distribution and others. 
 
Data for the frequentist test is tested against the null hypothesis that it follows the distribution of interest. Several 
authors, based on the frequentist test have invented several goodness of fit tests and according to Michael, Ikpang 
and Isaac (2017), Anderson and Dar-ling (1952) introduced the Anderson-Darling test, a statistical test of whether a 
given sample data is drawn from a given probability distribution with no parameter to be estimated. 
 
Shapiro and Wilk (1965) introduced the Shapiro-Wilk test to test the null hypothesis that the random samples 
constituting a random variable comes from a normally distributed population. D’Agostino (1970) introduced the 
D’Agostino’s K2 test, a goodness of fit measure of departure from normality; the test aims to establish whether or 
not the given sample comes from a normally distributed population. 
 
Observance to laid down conditions and techniques is necessary to ascertain whether or not a given data set follows 
a defined probability mode, since datasets do not just follow a given probability model. Till date, many probability 
models have been developed and used in fitting various datasets and many authors have contributed and defined 
various techniques to verify the normality of datasets and other distributions tests. 
 
The graphical methods, frequentist tests and the Bayesian tests are just some of these techniques. The graphical 
methods involve the use of graphical tools to display box plots, histogram, Q-Q plots of the given data sets and 
comparing same with that of the theoretical distributions. 
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Pearson (1900) investigated the properties of Pearson’s chi-squared test. Pearson chi-squared test tests a null 
hypothesis that the frequency distribution of certain events observed in a sample is consistent with a particular 
theoretical distribution. Lilliefors (1967) introduced the Lilliefors test, a normality test based on the Kolmogorov-
Smirnov test. It is used to test the null hypothesis that data come from a normally distributed population, when the 
null hypothesis does not specify which normal distribution. 
 
Recently, Michael, Ikpang and Isaac (2017) fitted a normal distribution to the weights of students of the Akwa 
Ibom State University and Michael , Usoro , Ikpang, Ekemini and David (2019) fitted a Gamma probability model 
to the height of students of Akwa Ibom State University, using the Chi-squared approach by splitting the students’ 
weights into different cells to obtain the observed values and using the raw data for the maximum likelihood 
estimation of model parameters mean and standard deviation, thereafter, calculating the cells probability and the 
chi-squared value. Datasets need not follow only one probability model. 
 
This work fits the Lognormal distribution to the weights of Akwa Ibom State University Students using the Chi-
Squared test. The Weights of 983 students of the Akwa Ibom State University was collected from the Medical 
Centre, Main Campus, Ikot Akpaden. 
 

2. Methodology 
 
As stated above, many authors have contributed and defined various techniques to verify or test many 
distributions. These techniques include but not limited to the following; the graphical methods and frequentist test. 
 
This work employs the two methods, for testing or verifying if lognormal distribution fits the weights of Akwa 
Ibom State University Students; the graphical method and the chi-squared methods. 
 
The graphical method 
 
The graphical methods involve the use of graphical tools to display box plots, histogram and density plot of the 
given data sets and comparing same with that of the theoretical distribution. In this research work, we display the 
box plot, the histogram and density plot and the normal Q-Q plot for the raw and the simulated datasets. 
 
The chi-squared method 
 
According to Wackerly, Mendenhall and Scheaffer (2008), Karl Person in 1900 proposed the following test 
statistics, which is a function of the deviations of the observed counts from their expected values, weighted by the 
reciprocals of their expected values. Thus, 
 

𝜒𝑘−1
2 =  ∑

[𝑋𝑖− 𝐸(𝑛𝑖)]2

𝐸(𝑛𝑖)

𝑘
𝑖=1  =  ∑

[𝑋𝑖− 𝑛𝑝𝑖]2

𝑛𝑝𝑖

𝑘
𝑖=1                                                   (1) 

 

called the Pearson chi-squared test and denoted by 𝜒𝑘−1
2  with 𝑘 − 1 degrees of freedom. 

 
Where: 
 

Xi= an observed frequency (i.e.count) for ni                                                
 

E(ni)= an expected (theoretical)frequency for ni asserted by the null hypothesis. 
 

n = the sample size 
  

Sahoo (2013) noted that a random variable X is said to have a lognormal distribution with parameters µ and 𝛿2 

written as 𝑋 ~ ⋀(µ, 𝛿2) if its probability density function is given by: 
 

𝑓(𝑥) =  {
1

𝑥𝜎√2𝜋
𝑒−

1

2
(

ln(𝑥)− 𝜇

𝜎
)

2

0,                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
 , 𝑖𝑓 0 < 𝑥 < ∞                                                 (2) 
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Where −∞ < 𝜇 < ∞ and 0 < δ2< ∞ are arbitrary parameters 
 

Suppose that we take a random sample 𝑌1, 𝑌2 , … , 𝑌𝑘 of size 𝑛 from this distribution and If we let 𝑋𝑖 denote the 

frequency of  𝐴𝑖 , 𝑖 = 1,2,3, … , 𝑘, so that 𝑋1 + 𝑋2 + ⋯ + 𝑋𝑘 = 𝑛,, then the random 𝜒𝑘−1
2  variable in (1) cannot be 

computed once  𝑋1, 𝑋2, ⋯ , 𝑋𝑘 have been observed, since each 𝑝𝑖 , and hence𝜒𝑘−1
2 , is a function of 𝜇 and 𝛿2.  

The values of 𝜇 and 𝛿2 that minimize 𝜒𝑘−1
2  are difficult to compute therefore, their maximum likelihood estimates; 

 

 μ̂ =
∑ ln (𝑋𝑖)𝑛

𝑖=1

𝑛
                          (3) 

and  

 𝛿 2̂ =
∑ (ln(𝑋𝑖)−

∑ ln(𝑋𝑖)𝑛
𝑖=1

𝑛
)

2
𝑛
𝑖=1  

𝑛
                        (4) 

 

are used to evaluate 𝑝𝑖 and 𝜒𝑘−1
2 . Using maximum likelihood estimates of the parameters in place of minimum chi-

square estimates tend to lead to the rejection of the null hypothesis since the 𝜒𝑘−1
2  value is not minimized by 

maximum likelihood estimates, and as such the computed value is somewhat greater than it would be if minimum 
chi-square estimates are used. 
 

3. Results and Discussion 
 
Various graphical displays are shown to demonstrate the behavior of the dataset as seen in Figure 1 and Figure 2 
below while a chi-square test is carried out to ascertain through a statistical test if the dataset follows a lognormal 
distribution or not. 
 
Graphical displays 
 

 
 
Figure 1: Density plot of student’s weights 
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Figure 2: Density plot of simulated student’s weights 
 
Chi-square test results 
 
The chi-square test is employed to ascertain whether or not the data follow the distribution of interest. 
 
Research hypothesis 
 

The Null hypothesis (H0):   The weight of students follows a lognormal distribution. 

The Alternative Hypothesis (H1): The weight of students does not follow a lognormal distribution. 
 
Estimation of parameters for the lognormal distribution using maxLik in R 
 

According to Sahoo (2013), a random variable X is said to have a lognormal distribution with parameters µ and 𝛿2 

written as 𝑋 ~ ⋀(µ, 𝛿2) if its probability density function is given by: 
 

𝑓(𝑥) =  {
1

xσ√2π
e

-
1

2
(

ln(x)- μ

σ
)

2

0,                       otherwise  

 , if 0 <x <∞                (5)                                       

 

Where -∞ <μ <∞ and 0 < δ2<∞ are arbitrary parameters 
 

The log maximum likelihood function, ℒ(𝜇, 𝜎2|𝑋) of the lognormal distribution is defined as; 
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ℒ(𝜇, 𝜎2|𝑋) =  
−𝑛

2
ln(2𝜋𝜎2) − ∑ ln (𝑋𝑖)𝑛

𝑖=1 −
∑ (ln (𝑋𝑖))2𝑛

𝑖=1

2𝜎2 +
∑ ln (𝑋𝑖)𝜇𝑛

𝑖=1

𝜎2 −
𝑛𝜇2

2𝜎2       (6) 

 
and the maximum likelihood estimate of the parameters are obtained using maxLik package (Henningsen and 
Toomet, 2009) in R program. 
 
R Codes for obtaining the maximum likelihood estimate of the parameters 
 
library(maxLik) 
lognormal1<-function(statistics){ 
  mu<-statistics[1] 
  sigma<-statistics[2] 
  sum(dlnorm(Weight, mu, sigma, log=TRUE)) 
} 
mle<-maxLik(logLik=lognormal1, start=c(mu=40, sigma=25)) 
result<-summary(mle) 
result 
## 

𝝁̂ = 𝟒. 𝟎𝟕𝟏𝟒𝟕𝟓, 𝝈̂ = 𝟎. 𝟏𝟒𝟖𝟑𝟖𝟏, 𝝈̂𝟐 = 𝟎. 𝟎𝟐𝟐𝟎𝟏𝟔𝟗𝟐 
 
Computation of the respective probabilities 
 

The random variable 𝑋, denoting the weights of students is partitioned into the following k mutually disjoint sets: 
 

𝐴1 = {−∞ < 𝑥 ≤ 45}                  𝐴2 = {45 < 𝑥 ≤ 50} 

𝐴3 = {50 < 𝑥 ≤ 55}                    𝐴4 = {55 < 𝑥 ≤ 60} 

𝐴5 = {60 < 𝑥 ≤ 65}                    𝐴6 = {65 < 𝑥 ≤ 70} 

𝐴7 = {70 < 𝑥 ≤ 75}                    𝐴8 = {75 < 𝑥 ≤ 80} 

𝐴9 = {80 < 𝑥 ≤ 85}                    𝐴10 = {85 < 𝑥 ≤ ∞} 
 

Let (𝐴𝑖 ) =   = 1,2, … , 𝑘, where 𝑝𝑖 is the probability that the outcome of the random experiment is an element of 

the set 𝐴𝑖  from the normal probability distribution. The probabilities are obtained as follows: 
 

𝑝𝑖 =  ∫
1

𝑥𝜎√2𝜋
𝑒

1

2
(

ln(𝑥)− 𝜇

𝜎
)2

; 𝑖 = 1, 2, … , 10
𝑏

𝑎
            (7) 

 

Where a and b are the lower and upper limit for each Ai,  i=1, 2, …, 10 
 
Table 1 shows the calculated probabilities obtained from (7) with observed and expected frequencies. 
 
Table 1. Calculated Probabilities, Observed Frequencies and Expected Frequencies 
 

Cell(i)  1 2 3 4 5 6 7 8 9 10 

𝐴𝑖 (−∞, 45] (45,50] (50,55] (55,60] (60,65] (65,70] (70,75] (75,80] (80,85] (85,∞) 

𝑋𝑖 27 102 145 230 222 131 78 28 10 10 

𝑝𝑖 0.0371 0.1041 0.1915 0.2285 0.1948 0.1276 0.0678 0.0305 0.0117 0.0621 

𝑛𝑝𝑖 36.511 102.323 188.218 224.588 191.481 125.396 66.635 29.974 11.795 6.081 

 
The Test Statistic: 
 

𝜒𝑘−3
2 = ∑

[𝑋𝑖− 𝑛𝑝𝑖]2

𝑛𝑝𝑖

𝑘
𝑖=1                         (8) 
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The test statistic in (8) where 𝑋𝑖 and 𝑛𝑝𝑖 denote the observed and expected frequencies respectively with 𝑘 − 3, the 
degree of freedom is used to obtain values in Table 2 so that 
 

𝜒𝑘−3
2 = ∑

[𝑋𝑖− 𝑛𝑝𝑖]2

𝑛𝑝𝑖

𝑘
𝑖=1    = 22.51428                         (9) 

 
Table 2. Ratio of Deviation of Observed from Expected Values to the Expected Values 

𝑪𝒆𝒍𝒍(𝒊)     𝑶𝒃𝒔𝒆𝒓𝒗𝒆𝒅(𝑿𝒊)  𝑬𝒙𝒑𝒆𝒄𝒕𝒆𝒅(𝒏𝒑𝒊)        (𝑿𝒊 − 𝒏𝒑𝒊)
𝟐       (𝑿𝒊 − 𝒏𝒑𝒊)

𝟐/ 𝒏𝒑𝒊 

1   27    36.511   90.452                             2.4774 

2  102   102.323   0.105                             0.0010 

3  145   188.218   1867.760                            9.9234 

4  230   224.588   29.292                             0.1304 

5  222   191.481   931.399                                         4.8642 

6  131   125.396   31.409                             0.2505 

7  78   66.635   129.161                                 1.9383 

8  28   29.974   3.895                             0.1299 

9  10   11.795   3.220                             0.2730 

10  10   6.081   15.360                             2.5261 

Total:                       22.5143 

 
Significance Levels and Critical Values  
 

The degree of freedom  (𝑑𝑓) =  𝑛 − 𝑘 − 1 = 7. Where 𝑛 represents the number of cells and 𝑘 the number of 
parameters estimated.  
 
Table 3: Some Significance Levels with their Corresponding Critical Values. 

 
Significance Level  Critical Value  Degrees of Freedom 
0.0001         29.8775        7 
0.0011         24.0868        7 
0.0021         22.4784        7 
0.0031         21.4971        7 
0.0041         20.7861        7 
0.0051         20.2268        7 
0.0061         19.7651        7 
0.0071         19.3715        7 
0.0081         19.0280        7 
0.0091         18.7232        7 
 

The Decision Rule 
 

Reject H0  if χk-3
2   >  χ

crit
2 .  Where χ

k-3
2  is the computed value of the test statistic and χ

crit
2 . is the critical value 

obtained from Table 3. 
 

4. Conclusion 
 

It is observed from Table 3 that 𝜒𝑘−3
2 = 22.5143 < 24.0868 =  𝜒𝑐𝑟𝑖𝑡

2 . when the significance level 𝛼 ≥ 0.11%. 

Hence, the weights of students of Akwa Ibom State University follow a lognormal distribution at 𝛼 ≥ 0.11% using 
the chi-square test. This may be due to the fact that the maximum likelihood estimates of the parameters instead of 
the minimum chi-square estimates were used. 
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